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Fig. 8: Word cloud based on the text contents of the gathered technical
support scam pages

TLDs, such as, .xyz, .space and .club, to generate many
variations of scam domains.

D. Page contents

Scammers use specific words in the content of a scam page
to convince the users that their machines are infected with a
virus. Figure 8 shows the most frequent words used in the
scam pages in the form of a word cloud, where the size of
each word is correlated with the number of times it appeared
in our collected corpus of technical support scam pages.

Next to specific words, scammers also abuse browser APIs
to increase the effectiveness of their scams. In Section II, we
discussed how scammers abuse alert dialogues to make it
hard for users to navigate away. Some browsers, however, give
users the ability to suppress alert dialogues, if a page is
abusing them. For instance, in Google Chrome, if a page uses
two back-to-back alert dialogues, the browser adds to the
second alert dialogue, a checkbox that the user can check to
“Prevent this page from creating additional dialogs.” 49% of the
collected scams were using very long alert messages, padded
with whitespaces and new lines in an attempt to elongate the
alert dialogue to a point that the newly added checkbox would
be out of the user’s view. The rest were trying to bypass the
alert-dialogue threshold, by using multiple event handlers,
launching alert dialogues from each one, in combination with
the creation of new pop-up windows and subdomains. It is
also worthwhile to note that Internet Explorer does not offer
such a mechanism and thus a malicious webpage can keep on
launching alert dialogues without the user being able to stop
them, or navigate away while a dialogue is shown.

Lastly, we observed that 87% of the discovered scam pages
were using HTML audio tags, to automatically launch repeating
audio clips that either sounded like an alarm, or were text-to-
voice tracks, highlighting the severity of the problem and asking
the user to call the listed technical support number.

E. Sufficiency of existing blacklists

Technical support scams require both domain names as well
as (toll-free) phone numbers. As such, one could reason that, in
contrast with most other attacks where only malicious domains
are utilized, defenders have two chances to protect users via
blacklisting: one by blacklisting domains, and one more by
blacklisting phone numbers. We evaluate popular blacklists and

Fig. 9: Screenshots of phone lookup mobile apps when receiving calls
from scam numbers: Should I Answer? (left), CallDetector (right)

show that existing blacklisting efforts fall severely short of
capturing scam domains and phone numbers.

Domain blacklisting. First, we check our collected 1,524
TLD+1 scam domains against a combined set of popular
blacklists including hpHosts [30], suspicious domains by
SANS [31], malwaredomains [32], malwaredomainlist [33],
Malc0de database [34] and, abuse.ch [35]. We use snapshots
of these databases starting from 2014, which overall contain
records for approximately 370K domains and IP addresses.
Surprisingly, out of 1,524 scam domains, only 108 (7%) were
blacklisted. Moreover, out of the 108 blacklisted domains, only
16 were already blacklisted on the day that ROBOVIC first
detected them. The rest were blacklisted, on average, 38 days
after ROBOVIC’s detection. We also resolved the scam domains
and checked whether their IP addresses were blacklisted. From
the 685 resolved IP addresses, only 28 (4%) were already
present in one of the aforementioned blacklists.

Second, we repeat our experiment using VirusTotal’s domain
tools. There, we discovered that 974 of 1524 TLD+1 domains,
i.e., approx. 64%, were detectable by, on average, 3.25 AV
engines on VirusTotal. Since VirusTotal does not show the date
of first discovery of a malicious domain, we cannot calculate
the exact fraction of domains which ROBOVIC discovered
before AVs. Moreover, since VirusTotal houses 68 different
AV engines, we argue that the vast majority of AV users are
likely not going to be protected against technical support scams,
even if they are accessing one of the 974 domains that were
detectable by VirusTotal.

Phone blacklisting. There are different kinds of abuse possible
via phone calls, including spam, scam, and extortion. Conse-
quently, many phone-lookup services exist that keep databases
of malicious phone numbers. These databases are typically
crowdsourced relying on users to submit complaints. In recent
years, in addition to websites that users can utilize to look
up phone numbers, there exist mobile apps that give users
real-time information about a number that is calling them.

To assess whether these databases include phone numbers
involved in technical support scams, we scraped six websites
searching for complaints for any of our ROBOVIC-detected
1,581 phone numbers. Moreover, we investigated how well the
five most popular caller-id and fraud-protection Android apps
were able to detect technical support scam numbers.

To avoid reverse engineering each app, we opted to install
each app in an Android emulator and simulate calls originating
from each of the 1,581 scam-operated phone numbers. Some
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•Systematic study of Tech Support Scam ecosystem

•To investigate the:

•Prevalence

•# Domains, # Phone Numbers, and #Scam Campaigns

•Details about the underlying infrastructure

•Hosting providers, ASes, and Telecommunication companies

•Evasion and social engineering techniques

•Tools used, call-center infrastructures, and prices
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unused domain. Apart from hiding advertising profits from the
domain owners [15], many domain parking companies have
been found to collaborate with dubious advertising networks
which do not hesitate to occasionally redirect a user to a
page with malware. In fact, Vissers et al., while researching
the types of ads that users who land on parked websites are
exposed to, discovered two pages which fit our definition of
a technical support scam [16]. To find a sufficient number of
parked domains that our crawlers can visit, we take advantage
of the fact that prior research has shown that domain parking is
the favorite monetization method of domain squatters [17]–[22].
Therefore, as long as we visit typosquatting variants of popular
domain names, such as twwitter.com (note the duplication of
the ‘‘w’’ character), the majority of our visits will end up on
domain parking companies which will redirect a fraction of
these visits to technical support scams.

Ad-based URL Shorteners. Ad-based URL shorteners are
services that allow the users who shorten URLs to make a
commission every time that other users visit their shortened
URLs. Instead of immediately redirecting the short-URL-
visiting users, ad-based URL shorteners force users to view
an ad for a few seconds, before they can proceed to the
intended, “long”, URL. Nikiforakis et al. studied the ecosystem
of ad-based URL shortening services and their ad-delivery
methods [23], finding a large percentage of malvertising.

Generality of our approach. Note that we are not claiming
that scammers explicitly collaborate with either domain-parking
agencies, or ad-based URL shorteners. Instead, we use these
two services as our gateway to malicious advertising, rather
than as a method for identifying specific advertisers. As such,
we argue that our methodology will be able to detect, with
equal probability, all scammers that are using advertising as a
way of attracting victims.

B. Tool design and implementation

Our tool for discovering and recording technical support
scams is called ROBOVIC (Robotic Victim). Our main objective
is to collect as much data as possible about this highly profitable
underground business, in order to conduct a systematic study of
technical support scams and analyze their unique characteristics.
At the same time, a necessary condition for gathering technical-
support-related data is the development of a reliable and highly
available infrastructure, that will provide us with enough uptime
to be able to study temporal properties of technical support
scams. Figure 2 shows the high-level view of ROBOVIC, the
high-toxicity, input streams of URLs, and the interactions of our
tool with the technical support scam ecosystem. We describe
ROBOVIC’s core components below:

Crawler. The Crawler is in charge of browsing and collecting
data for the given set of URLs and recording information
about the resulting pages. To address the requirements of our
study, we extended OpenWPM which is a generic web privacy
measurement platform [24]. More specifically, we implemented
a custom browser extension to instrument the browser so that
specific native JavaScript functions, like the aforementioned
alert function, would be overwritten before loading a page, in
a way that allows us to record the frequency of calls and exact
messages displayed to users. In addition, our browser extension
ensured the modification of the browser’s user-agent properties
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Fig. 2: High level view of our automated detection and collection
tool of technical support scams (ROBOVIC) and its interaction with
the technical support scam ecosystem

to match a typical user browsing the web using a Microsoft
Windows OS. ROBOVIC uses a MITM proxy to record requests
and responses, clicks on pop ups and logs the HTML code
of all the nested iframes, the final URL, the text shown in
alert boxes and the functions used in commonly abused event
handlers, such as, the onunload handler, as well as a screenshot
of the page. Finally, given the adversarial nature of technical
support scam pages, e.g., the locking of a user’s browser via
the use of the JavaScript-accessible, browser-provided alert
function, we developed our crawler in such a way that allows
it to interact with these pages but not get trapped by them.

We deployed the ROBOVIC Crawler on three different sites
(our campus, Amazon’s Elastic Compute Cloud [25], and on
Linode’s cloud [26]). We provided each instance with the
same set of 10,000 possible typosquatting domains, which we
obtained by applying the typosquatting models of Wang et
al. [18] on the top 200 websites according to Alexa, and a set
of 3,000 shortened URLs belonging to ten popular ad-based
URL shorteners. The crawler instances initiate the crawling
process at the same time each day and collect and store all
the aforementioned data. Note that ROBOVIC was originally
relying just on domain parking in order to find technical support
scams and we incorporated ad-based URL shorteners later in
our study. We denote the exact date while analyzing the data
in Section IV.

Detector. The Detector Module identifies the pages that are
the most likely to be technical support scams based on a set of
heuristic rules. We examined several heuristics, such as, having
a redirection chain, showing consecutive alert dialogues, the
presence of a phone number, and the presence of special
keywords. After observing approximately a week’s worth of
collected data, we designed our heuristic which minimized false
negatives and false positives as follows: If a page has any kind
of popup dialogue, we check its content using an empirically
constructed decision tree and based on the presence of carefully
chosen sets of keywords, we score the page and mark it as
malicious if the score is higher than a tuned threshold.

To gauge the accuracy of our heuristic, we use random
sampling to select three days (from the 250 days that are

3
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•Over 8 months

•Crawled 8 Million domains

•Resolved 5 Million domains

•Detected 22,000 scam URLs

•Extracted 8,600 unique scam 
domains 

•1500 phone numbers

• computer-warning-message[.]com
• donotclose[.]website
• input-error[.]net

• 10.computerhaveaseriousproblempleasecallon18776431254t
ollfree.yourcomputerhaveaseriousproblempleasecallon187764
31254tollfree.yourcomputerhaveaseriousproblempleasecallon
18776431254tollfree.browsersecurity16[.]club

• 1073964613.rsc.cdn77[.]org
• 924983738.r.cdnsun[.]net

Short and readable domains

Long with readable parts

URLs from CDNs
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Fig. 3: Number of unique weekly technical support scam domains
(top) and phone numbers(bottom) recorded by each ROBOVIC instance
during our 36-week monitored period. The vertical line denotes the
week on which we adopted an extra source of malvertising pages,
namely, that of shortened URLs.

can account for most, if not all, of the technical support scams
that ROBOVIC was exposed to during the monitored period.

Liveness Checker. The Liveness Checker is the final com-
ponent of ROBOVIC which is responsible for tracking the
lifetime of a scam page after it first appears in the crawler’s
feed. Every URL that the Liveness Checker receives from the
Detector component, is added in a database of URLs that will
be crawled on a daily basis. In addition, for every URL received,
the Liveness Checker computes neighboring URLs that could
be hosting a technical support scam page, e.g., removing GET
parameters from a URL and iteratively reducing the resource-
path until we reach the main page of a domain. On any given
day, a scam is considered to be “alive” if any of the above
URLs responds with a page that matches our aforementioned
scam-page heuristic. The lifetime of any given scam domain
is the longest time period, in terms of days, that begun and
ended with a page marked as a technical support scam. We
chose this definition to account for transient errors (support
scam goes offline for one day) and for malvertising variance
(same domain can first show a support scam, then a survey
scam [26], and then again a support scam).

IV. DATA ANALYSIS

In this section, we report on the data collected by ROBOVIC
during a 36-week period, starting from September 1, 2015.
ROBOVIC attempted to resolve 8.4 million domains and
collected a total of 15TB worth of crawling data.

Note to reviewer: Due to space limitations, we are not able
to include all the characteristic examples from the plethora of
the data that ROBOVIC has collected. For this reason, we have
made more data available on a password-protected website [27]
(password is NDSS2017). The website is hosted on a public
cloud and we are not using any analytics software.

A. Discovered scams

Of the 5 million domains resolved by ROBOVIC, 22K URLs
were detected as technical support scam pages, belonging

Campus 
Server

Linode

Amazon

83.8%
2.7%

4.5%

1.9%

2.8%

1.8% 2.5%

Fig. 4: Venn diagram of Unique Phone Numbers Detected by ROBOVIC
instances

to 8,698 unique domains. Figure 3 (top) shows the weekly
number of unique domains found by each of our three deployed
ROBOVIC instances during our data-collecting period. One can
see that, as time passes, technical support scams are becoming
increasingly common reaching more than 1,000 unique domains
per week in April and May 2016. Interestingly, phone numbers
cannot keep up with that growth (Figure 3, bottom), suggesting
that curbing the abuse of phone numbers will have a significant
effect on technical support scams.

Another visible pattern is the great difference between
the number of scam domains to which our campus-residing
ROBOVIC was exposed, compared to the ROBOVIC instances
located on Amazon’s and Linode’s hosting clouds. Since all
crawlers were asked to crawl the same domains and none of
the three ROBOVIC instances experienced any downtime during
our monitored period, the only reasonable explanation is that
the dubious advertising networks responsible for redirecting
a user from a typosquatting page to a technical support scam
page are using a user’s IP address as a way of straightforwardly
evading crawlers located on popular commercial clouds.

An alternative way of looking at the unique scam domains
discovered, is to consider the individual coverage of each of
our three ROBOVIC instances. In terms of domain names, our
campus-residing ROBOVIC, discovered 95.7% of the domain
names discovered by all three instances, with the Linode- and
Amazon-residing ROBOVIC instances, contributing only 7.6%
of the overall unique domains. Similarly, the same campus-
residing ROBOVIC instance, by itself, discovered 92.8% of
the total number of unique telephone numbers (see Figure 4).
Overall, our results indicate that, because ad networks and
attackers are location-aware, proxy-less servers located on
popular commercial clouds, have only a small contribution
in the discovery of scam pages and phone numbers.

Figure 3 (bottom) shows the number of unique telephone
numbers discovered each day and exhibits a similar behavior
as Figure 3 (top). Comparing the two figures together, one
can see that while telephone numbers and domains are clearly
correlated, the relationship between the two is not a 1-to-
1 relationship. The reason for this is that scams located on
different domains can be showing the same phone number,
as well as the phone number on any given page can change
between page loads. By inspecting some of the JavaScript code
located in such pages, we found evidence of “on-the-fly”, phone-
number delivery. By analyzing the code we found that scammers
are abusing a pay-per-call management framework called
Callpixel (rebranded as Retreaver). In Pay-per-call marketing,
unlike pay-per-click (PPC) advertising, an advertiser will be
charged if the ad visitor makes a call to a tracked phone number.

4
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•Hiding backend servers (16% used Cloudflare)

•Anonymized registration information (55%)

•Abuse a small number of Telco companies

•80% of numbers belong to Twilio, RingRevenue (Invoca), WilTel

•Prefer those that provide APIs

•Scalable solution for the scammers’ business

•Number of phone numbers is much less than the number of domains

•Phone numbers can link together domains of the same campaign
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Phone Number
Domain Name Fig. 6: Two samples of technical support scam campaigns. The

left graph shows the relationships between unique domains and
phone numbers. The right graph shows the relationship between
unique, TLD+1 domain names and phone numbers. Black and gray
nodes represent phone numbers and domain names/TLD+1 domains
respectively and size of a node is proportional to the node degree.
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Fig. 7: CDF of the lifetime of scam campaigns.

common individuals behind different domains. By inspecting
the remaining 466 addresses we noticed patterns of simi-
lar names, such as, amitabb8@gmx.com, amitabb9@gmx.com,
amitapp1@gmx.com and amitabb6@gmail.com. To automati-
cally cluster these emails we used the Levenshtein distance
metric and grouped together addresses with a distance of
less than 5. This resulted in the formation of 192 clusters,
including 65 clusters with at least two email addresses and
6 with more than ten. The two largest clusters contained 60
(united by supernetws[0-9]+@yahoo.com) and 27 (united by
charmssprince@gmail.com) domains respectively. Our results
highlight that even though scammers attempt to hide from
analysis systems, a large-enough corpus of scam domains may
still allow the grouping of seemingly unrelated scams.

C. Phone numbers and their relationship to domains

Since phone numbers are a crucial part of technical support
scams, we used a public database of toll-free numbers [29] to
get more information about them. There, we discovered that
even though the 1,581 toll-free numbers belong to 15 different
telecommunication providers, more than 90% belong to only
four providers (Twilio, WilTel, RingRevenue, and Bandwidth)
which indicates that scammers are abusing some providers
significantly more than others. Moreover, we discovered 77.5%
of the phone numbers were activated less than one year ago and
none of the vanity terms associated with the collected numbers
is related to tech support.

To gain insights on the N-N relationship between scam
domains and phone numbers appearing on scam pages, we
plotted their network graph. In this graph, an undirected edge
between a domain name and a phone number exists, if the
phone number was advertised by the domain name during the
time period of our experiment. The resulting graph contains

TABLE I: Characteristics of the top five campaigns. D: Domains, P:
Phone numbers

#D #P TLDs Prefixes #IPs/#ASs Country Top AS or
CDN

Lifetime
(days)

3714 93 net, com 855, 844,
888, 877

35/3 US, NL CloudFlare 64

513 96 biz, net,
com, in, us,
xyz, space,
website,
info, club,
online, me,
cf, ga, org,
co, tk, ca,
site

844, 877,
855, 866,
888, 800

93/20 US, IN,
FR

Cloudflare,
GoDaddy

250

173 359 space, info,
com, org,
net

888, 855,
844, 877

42/7 DE, FR,
US

cdn77,
cdnsun,
metacdn,
keycdn

235

145 164 info, help,
online,
website,
com, xyz,
in, net

888, 844,
877, 855,
800, 866

33/9 US, IN,
NL

Amazon 185

68 15 net, com,
org, info

844, 888 1/1 US 1 and 1 250

582 connected components of various sizes, of which 216
connected components have more than 5 nodes. A sample of
the connected components is depicted in Figure 6 (left). As one
can notice, the same numbers are reused across a set of domain
names and, vice-versa, a domain may advertise different phone
numbers over its lifetime.

To identify connected components which are more represen-
tative of scam campaigns, we merge the domain nodes that have
the same TLD+1 domain and replot the network graph. The
new graph contains 434 connected components while the phone
nodes and domain nodes have an average degree of 2.8 and
2.5 respectively. The maximum degree of phone nodes is 173,
and the maximum degree of domain nodes is 34. One sample
of a connected component in this graph which represents a
technical support scam campaign is plotted in Figure 6 (right).
One interesting characteristic of this subgraph is that the center
six phone numbers are connected to almost all of the campaign’s
domain names. After investigating these specific scam pages,
we discovered that these numbers are the default numbers that
would be used by the scam page in case an error happens
during the on-the-fly retrieval of a new phone number.

We estimate the life time of scam campaigns by adding
timestamps to the nodes of the network graph. We define the
lifetime of a campaign as the difference between the timestamps
of the first and last domain or phone number joined to the
subgraph of the campaign. As Figure 7 shows, the distribution
of campaigns’ lifetime is not normal and 69% of the campaigns
have a lifetime of less than 50 days. Even though the average
lifetime is 45 days, there are campaigns with a life time of
more than 250 days (the whole duration of our experiment).
Moreover, assuming that the size of a campaign is equal to the
size of its graph, there is a positive correlation (r=0.5) between
the lifetime of a campaign and its size. We can, therefore,
conclude, that larger technical support campaigns tend to be
active for a longer time.

Table I shows the characteristics of the five largest cam-
paigns and their estimated lifetime. The utilized toll-free pre-
fixes, TLDs and hosting infrastructure differs among campaigns
with the two first campaigns, besides having rich and diverse
infrastructures, hiding their hosting servers behind Cloudflare.
One can also see that many of these campaigns use cheap

6
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Fig. 6: Two samples of technical support scam campaigns. The
left graph shows the relationships between unique domains and
phone numbers. The right graph shows the relationship between
unique, TLD+1 domain names and phone numbers. Black and gray
nodes represent phone numbers and domain names/TLD+1 domains
respectively and size of a node is proportional to the node degree.
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Fig. 7: CDF of the lifetime of scam campaigns.

metric and grouped together addresses with a distance of
less than 5. This resulted in the formation of 192 clusters,
including 65 clusters with at least two email addresses and
6 with more than ten. The two largest clusters contained 60
(united by supernetws[0-9]+@yahoo.com) and 27 (united by
charmssprince@gmail.com) domains respectively. Our results
highlight that even though scammers attempt to hide from
analyses systems, a large-enough corpus of scam domains may
still allow the grouping of seemingly unrelated scams.

C. Phone numbers and their relationship to domains

Since phone numbers are a crucial part of technical support
scams, we used a public database of toll-free numbers [29] to
get more information about them. There, we discovered that
even though the 1,581 toll-free numbers belong to 15 different
telecommunication providers, more than 90% belong to only
four providers (Twilio, WilTel, RingRevenue, and Bandwidth)
which indicates that scammers are abusing some providers
significantly more than others. Moreover, we discovered 77.5%
of the phone numbers were activated less than one year ago and
none of the vanity terms associated with the collected numbers
is related to tech support.

To gain insights on the N-N relationship between scam
domains and phone numbers appearing on scam pages, we
plotted their network graph. In this graph, an undirected edge
between a domain name and a phone number exists, if the
phone number was advertised by the domain name during the
time period of our experiment. The resulting graph contains
582 connected components of various sizes, of which 216
connected components have more than 5 nodes. A sample of
the connected components is depicted in Figure 6 (left). As one
can notice, the same numbers are reused across a set of domain
names and, vice-versa, a domain may advertise different phone
numbers over its lifetime.

TABLE I: Characteristics of the top five campaigns. D: Domains, P:
Phone numbers

#D #P TLDs Prefixes #IPs/#ASs Country Top AS or
CDN

Lifetime
(days)

3714 93 net, com 855, 844,
888, 877

35/3 US, NL CloudFlare 64

513 96 biz, net,
com, in, us,
xyz, space,
website,
info, club,
online, me,
cf, ga, org,
co, tk, ca,
site

844, 877,
855, 866,
888, 800

93/20 US, IN,
FR

Cloudflare,
GoDaddy

250

173 359 space, info,
com, org,
net

888, 855,
844, 877

42/7 DE, FR,
US

cdn77,
cdnsun,
metacdn,
keycdn

235

145 164 info, help,
online,
website,
com, xyz,
in, net

888, 844,
877, 855,
800, 866

33/9 US, IN,
NL

Amazon 185

68 15 net, com,
org, info

844, 888 1/1 US 1 and 1 250

To identify connected components which are more represen-
tative of scam campaigns, we merge the domain nodes that have
the same TLD+1 domain and replot the network graph. The
new graph contains 434 connected components while the phone
nodes and domain nodes have an average degree of 2.8 and
2.5 respectively. The maximum degree of phone nodes is 173,
and the maximum degree of domain nodes is 34. One sample
of a connected component in this graph which represents a
technical support scam campaign is plotted in Figure 6 (right).
One interesting characteristic of this subgraph is that the center
six phone numbers are connected to almost all of the campaign’s
domain names. After investigating these specific scam pages,
we discovered that these numbers are the default numbers that
would be used by the scam page in case an error happens
during the on-the-fly retrieval of a new phone number.

We estimate the life time of scam campaigns by adding
timestamps to the nodes of the network graph. We define the
lifetime of a campaign as the difference between the timestamps
of the first and last domain or phone number joined to the
subgraph of the campaign. As Figure 7 shows, the distribution
of campaigns’ lifetime is not normal and 69% of the campaigns
have a lifetime of less than 50 days. Even though the average
lifetime is 45 days, there are campaigns with a life time of
more than 250 days (the whole duration of our experiment).
Moreover, assuming that the size of a campaign is equal to the
size of its graph, there is a positive correlation (r=0.5) between
the lifetime of a campaign and its size. We can, therefore,
conclude, that larger technical support campaigns tend to be
active for a longer time.

Table I shows the characteristics of the five largest cam-
paigns and their estimated lifetime. The utilized toll-free pre-
fixes, TLDs and hosting infrastructure differs among campaigns
with the two first campaigns, besides having rich and diverse
infrastructures, hiding their hosting servers behind Cloudflare.
One can also see that many of these campaigns use cheap
TLDs, such as, .xyz, .space and .club, to generate many
variations of scam domains.

D. Page contents

Scammers use specific words in the content of a scam page
to convince the users that their machines are infected with a

6
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Environment set up
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•Obtained permission from our IRB

•60 interactions with the scammers

•Environment:

•Artificially aged Windows 7 virtual machine

•Tunneling the traffic through VPN

•VoIP software with believable CallerID

•Capturing network traffic, recording the screen and conversations
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TABLE III: Remote Administration Tools used by scammers for getting
access to their victims’ machines

Remote Administration
Tool Websites Scammer abuse

LogMeIn Rescue
www.support.me

60%www.lmi1.com
www.logmein123.com

CITRIX GoToAssist www.fastsupport.com 21%

TeamViewer www.teamviewer.com 12%Scammer-controlled

Other www.anydesk.com 7%
www.gethelp.us

www.supremocontrol.com

TABLE IV: Techniques used by support scammers in order to convince
their victims of a malware infection

Technique % Calls
Stopped Services/Drivers 67

Event Viewer 52
Specific Virus Explained 50

System Information 47
Action Center 40

Fake CMD Scan 40
Netstat Scan 40

Installed/Running Programs 35
Browsing History/Settings 27

Downloaded Scanner 17
Reliability/Performance 15
Other (Temp, Registry) 13

D. Results

Remote administration tools Before a scammer can start
convincing users that their machines are infected with malware,
he must somehow get remote access to a user’s machine. To
that extent, the scammer must guide the user into downloading,
installing, and allowing a remote administration tool which he
will then use for his “support” session.

Table III shows the most popular tools abused by scammers
for connecting to our machines. LogMeIn Rescue and CITRIX
GoToAssist are web applications where a user visits one
of the websites listed in Table III, enters a code given by
the scammer over the phone and downloads a binary that
will eventually allow the attacker to remotely access a user’s
machine. TeamViewer and AnyDesk are stand-alone programs
that a user must download and execute. Once the programs
are running, both programs show a customer number and a
PIN that a user must provide to the scammer in order for the
scammer to connect to the user’s machine.

In all cases, the scammers were abusing legitimate web
applications and programs as part of their scams. Most of
the aforementioned companies seem to be aware of this
phenomenon and warn their users, typically through their
websites, not to allow remote connections from people they do
not trust. When these messages are pronounced, as in the case
of TeamViewer, scammers incorporated these messages into
their narratives in order to put us at ease. Other scammers,
chose to self-host older versions of the programs that did
not include these messages, thereby avoiding the warnings
altogether.

Utilized social-engineering techniques. The scammers used a
variety of techniques to convince us of the purported infections
and the need to purchase their support packages. Table IV
shows the most popular techniques used and the percentage
of scammers that used each technique. We provide a brief
explanation of the techniques that are not self-explanatory:

ActionCenter
Browser History/Settings

Downloaded Scanner
EventViewer

Fake CMD Scan
Installed/Running Programs

netstat
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Stopped Services/Drivers
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Fig. 10: Heatmap showing the conditional probability (ranging from
white to black) of the ten most often used social engineering methods.
Note that because, in general, P (A|B) 6= P (B|A) the heatmap is
not symmetric along its diagonal.

• Stopped Services/Drivers. 67% of scammers loaded the
list of Windows services and showed us that many services
were stopped. While this is the normal state of a Windows OS
installation, the scammers claimed that hackers have stopped
these services and that is why they were able to get access to
our machines.

• Event Viewer. Event Viewer is one of the administrative tools
of Windows that shows general information about a system
that could be used for troubleshooting purposes. The scammers
treated the errors shown by this tool as a sign of hacker activity.

• Virus details. Some scammers, would conclude that our
system is infected by specific malware, such as “koobface” or
“Zeus.” They would then proceed to navigate our browser to
pages explaining these threats and asked us to read out loud
the section of each post describing the damage that the specific
piece of malware does to its infected hosts.

• Netstat scan. 40% of scammers utilized the netstat utility
to convince us that our machine is already occupied by hackers.
Specifically, they claimed that each non-local, TCP connection
listed in the output of netstat was an attacker who had either
already connected to our machine (entries with an ESTABLISHED
status), or was currently trying to connect (entries with a
TIME WAIT status).

• Fake CMD scan. One of the more creative techniques was
the use of verbose command-line utilities as fake virus scanners.
40% of the scammers utilized a command such as ‘‘dir /s’’
which lists files and folders present on a specific path of the
filesystem. While the program is producing output, the scammer
types or copy-pastes text in the command-line window, that will
only appear after the program is done executing. As such, at the
end of the program’s execution, the user suddenly sees text that
claims that a virus has been discovered which he is likely to
attribute to the “scanning” program that was just executing. This
technique is likely one of the most convincing ones because i)
it does not need interpretation (common messages used were
“Virus detected” and “System at Risk”) and ii) as far as the
user is concerned, it is his own operating system that produces
this message, rather than a downloaded third-party tool.

• Performance. Many scammers used system information tools
to discover the type of CPU and amount of RAM available to
our system. They then praised the hardware of our machine
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Fig. 11: Distribution of the time duration between the beginning of
a call, and the time when technical support scammers presented us
with the pricing options for their services

before proceeding to search for infections. This was typically
done to convince us that spending money for the removal of
malware was worth the cost since it would allow us to keep
using our machine for many years before we would need to
purchase a new one.

Overall, while we were able to identify techniques commonly
used by scammers, we were impressed with the scammers’
creativity in finding status messages that were already present on
our system and attaching a infection meaning to them. Figure 10
shows how often scammers used two social engineering
techniques together. There, we use the recorded frequencies to
calculate their respective conditional probabilities.

Duration of calls. Figure 11 shows the distribution of the time
duration between the beginning of a technical support scam
call, and the time when a scammer offered his services in
exchange for money. The average duration of that interval is
17 minutes, and the distribution is approximately normal. In
only a few cases, the scammers first told us the amount of
money that they will be charging (around the second and third
minute of our conversation) and then proceeded to “diagnose”
our machine.

Overall, one can see that the scammers are by no means in
a hurry to convince users and defraud them. They take their
time to slowly guide their victims into installing a remote
administration tool, clicking through all the security dialogues,
and giving them access to their machines. Once they have
access, they slowly work their way through different Windows
tools, showing their output to users and interpreting that output
for them. It is likely that scammers know that the more time
they take to convince a user about an infection, the more
successful they will be when they ask for a compensation
for their services. Figure 11 also provides an indication of
the amount of work necessary in order to obtain real-world
data from technical support scam calls. Specifically, for the
60 calls recorded and analyzed we spent, during a one-month
period, more than 1,300 minutes (22 hours) just interacting
with scammers, excluding dropped calls, out-of-order numbers,
analysis of the recordings, and verification of our findings.

Since scammers control the vast majority of the conversation
(see sample transcripts in companion website [27]) we opine
that the distribution of time shown in Figure 11 will be
generalizable to the population of victims. Therefore, this
distribution can be of immediate value to telcos and the FTC.
Specifically, given a list of numbers operated by scammers,
telcos can straightforwardly produce metadata of their customer
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Fig. 12: Requested charges for repairing our purportedly infected
machines. Since most scammers offered us more than one support
packages, we plot the ECDFs for minimum, average, and maximum
amount requested.

base that has called any one of the numbers of technical
support scams. The FTC can then prioritize take-down action by
focusing on the scammers with whom victims were interacting
for more than 41 minutes, that is, the mean of our distribution
plus three standard deviations. Since the duration distribution
is approximately normal, the mean ± three standard deviations
should capture approximately 99.7% of all pre-charge calls. As
such, anyone interacting for more than 41 minutes, is likely a
defrauded victim.

Price of services. Once scammers felt confident that we were
convinced that we are in need of their help, they then informed
us about the price of their services. Most scammers offered us
two to three different options with support packages ranging
from a one-time fix, to multi-year support, ranging anywhere
from $69.99 to $999.99. Figure 12 shows the ECDF of the
amount requested, split in its minimum, average, and maximum
(average for any given scammer is the average price of all
offered support packages). The average support price across
all support packages and all scammers is $290.9 with most
scammers staying under $500 for all of their support packages.

The prices of support packages were structured in a way
where the middle one made the most financial sense. In fact,
the times that we pretended to be willing to purchase their
support and requested the cheapest option, the scammers would
typically try to reason with us that the middle one was a better
value-for-money offer. Interestingly, the price of services did
not correlate with the time that scammers spend convincing us
of our supposed infection (Pearson r=0.11).

Freelance scammers vs organized call centers. At the outset
of our study, we did not know whether technical support
scammers are individual freelancers who supplement their
income by single-handedly operating a technical support scam,
or are part of an organized call center. Through the process of
interacting with 60 different scammers, we are now convinced
that most, if not all, scammers are part of organized call centers.

Next to anecdotal evidence that we gathered during our
interactions (e.g. on one occasion, due to technical difficulties
with our VoIP software, we called the same number three times
in a row, and were greeted by a different person all three
times), we conducted the following experiment: We replayed
each recorded call and, instead of focusing on the scammer
talking to us, we instead focused on background noises. While
some scammers muted their microphones when they were not
speaking, the majority did not. On 62% of our calls, we were
able to hear other people in the background, often recognizing
phrases about security and malware that the scammer had just
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•Monitoring Traffic of Scam Servers:
•Misconfiguration of scam servers revealed their traffic 

•142 scam domains were found which had misconfiguration

•We monitored misconfigured servers every one minute over two months

•Total visits : 1.7 million unique IPs

•Max #visitors/domain : 138K unique IPs
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Average price of Tech Support Scam Package ($290)

*

Number of  Victims  (1.7 million unique IPs) 

*

Conversion Rate  (2% as a similar scareware) 

Scammers’ profit  = ~ $9.7 million in 2 months

(a lower bound)
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Fig. 8: Word cloud based on the text contents of the gathered technical
support scam pages

TLDs, such as, .xyz, .space and .club, to generate many
variations of scam domains.

D. Page contents

Scammers use specific words in the content of a scam page
to convince the users that their machines are infected with a
virus. Figure 8 shows the most frequent words used in the
scam pages in the form of a word cloud, where the size of
each word is correlated with the number of times it appeared
in our collected corpus of technical support scam pages.

Next to specific words, scammers also abuse browser APIs
to increase the effectiveness of their scams. In Section II, we
discussed how scammers abuse alert dialogues to make it
hard for users to navigate away. Some browsers, however, give
users the ability to suppress alert dialogues, if a page is
abusing them. For instance, in Google Chrome, if a page uses
two back-to-back alert dialogues, the browser adds to the
second alert dialogue, a checkbox that the user can check to
“Prevent this page from creating additional dialogs.” 49% of the
collected scams were using very long alert messages, padded
with whitespaces and new lines in an attempt to elongate the
alert dialogue to a point that the newly added checkbox would
be out of the user’s view. The rest were trying to bypass the
alert-dialogue threshold, by using multiple event handlers,
launching alert dialogues from each one, in combination with
the creation of new pop-up windows and subdomains. It is
also worthwhile to note that Internet Explorer does not offer
such a mechanism and thus a malicious webpage can keep on
launching alert dialogues without the user being able to stop
them, or navigate away while a dialogue is shown.

Lastly, we observed that 87% of the discovered scam pages
were using HTML audio tags, to automatically launch repeating
audio clips that either sounded like an alarm, or were text-to-
voice tracks, highlighting the severity of the problem and asking
the user to call the listed technical support number.

E. Sufficiency of existing blacklists

Technical support scams require both domain names as well
as (toll-free) phone numbers. As such, one could reason that, in
contrast with most other attacks where only malicious domains
are utilized, defenders have two chances to protect users via
blacklisting: one by blacklisting domains, and one more by
blacklisting phone numbers. We evaluate popular blacklists and

Fig. 9: Screenshots of phone lookup mobile apps when receiving calls
from scam numbers: Should I Answer? (left), CallDetector (right)

show that existing blacklisting efforts fall severely short of
capturing scam domains and phone numbers.

Domain blacklisting. First, we check our collected 1,524
TLD+1 scam domains against a combined set of popular
blacklists including hpHosts [30], suspicious domains by
SANS [31], malwaredomains [32], malwaredomainlist [33],
Malc0de database [34] and, abuse.ch [35]. We use snapshots
of these databases starting from 2014, which overall contain
records for approximately 370K domains and IP addresses.
Surprisingly, out of 1,524 scam domains, only 108 (7%) were
blacklisted. Moreover, out of the 108 blacklisted domains, only
16 were already blacklisted on the day that ROBOVIC first
detected them. The rest were blacklisted, on average, 38 days
after ROBOVIC’s detection. We also resolved the scam domains
and checked whether their IP addresses were blacklisted. From
the 685 resolved IP addresses, only 28 (4%) were already
present in one of the aforementioned blacklists.

Second, we repeat our experiment using VirusTotal’s domain
tools. There, we discovered that 974 of 1524 TLD+1 domains,
i.e., approx. 64%, were detectable by, on average, 3.25 AV
engines on VirusTotal. Since VirusTotal does not show the date
of first discovery of a malicious domain, we cannot calculate
the exact fraction of domains which ROBOVIC discovered
before AVs. Moreover, since VirusTotal houses 68 different
AV engines, we argue that the vast majority of AV users are
likely not going to be protected against technical support scams,
even if they are accessing one of the 974 domains that were
detectable by VirusTotal.

Phone blacklisting. There are different kinds of abuse possible
via phone calls, including spam, scam, and extortion. Conse-
quently, many phone-lookup services exist that keep databases
of malicious phone numbers. These databases are typically
crowdsourced relying on users to submit complaints. In recent
years, in addition to websites that users can utilize to look
up phone numbers, there exist mobile apps that give users
real-time information about a number that is calling them.

To assess whether these databases include phone numbers
involved in technical support scams, we scraped six websites
searching for complaints for any of our ROBOVIC-detected
1,581 phone numbers. Moreover, we investigated how well the
five most popular caller-id and fraud-protection Android apps
were able to detect technical support scam numbers.

To avoid reverse engineering each app, we opted to install
each app in an Android emulator and simulate calls originating
from each of the 1,581 scam-operated phone numbers. Some

7
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• hpHosts

• SANS suspicious 
domains 

• malwaredomains

• malwaredomainlist

• Malc0de database 

• abuse.ch
6 Blacklists (370K domains and IP addresses Together)  

Detected Before Robovic

Detected After Robovic

Not Blacklisted

93%
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•Tech Support Scams are highly dynamic
•30% of the domains are alive less than a day

•Abusing CDNs to get fresh URLs

•Majority of phone numbers registered recently

•Phone numbers are generated dynamically
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•User Education

•Explaining the concept of technical support scams is easier 

•Raising awareness through public services

•Browser Support 

•Average users do not know how to kill the browser process and 
clearing recent history 

•One universal shortcut to close unsafe pages
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•Tech support scams pose a serious threat

•We conducted the first systematic study of tech support scams

•Reported prevalence of the scam and evasion techniques based on 
the collected corpus of thousands of domains and phone numbers 

•Clustered campaigns and estimated their life time 

•Interacted with 60 different scammers and identified the social 
engineering techniques

•Underline the need for user education and support from the 
browser vendors
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