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Motivation
• Yesterday: presentation by Dagon 

• “Corrupt DNS Resolution Paths”

• Today: How attackers use DNS for malicious 
purposes, e.g., scam hosting

$ dig isoc.org

;; ANSWER SECTION:
isoc.org.              38679    IN      A      206.131.241.137
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Motivation
$ dig dadusual.com

;; ANSWER SECTION:
dadusual.com.           300     IN      A       125.59.103.156
dadusual.com.           300     IN      A       218.254.9.205
dadusual.com.           300     IN      A       62.65.233.109
dadusual.com.           300     IN      A       76.181.194.207
dadusual.com.           300     IN      A       77.41.18.139
dadusual.com.           300     IN      A       78.84.69.132
dadusual.com.           300     IN      A       78.106.115.147
dadusual.com.           300     IN      A       78.106.180.151
dadusual.com.           300     IN      A       78.106.200.47
dadusual.com.           300     IN      A       78.106.224.174
dadusual.com.           300     IN      A       79.120.43.191
dadusual.com.           300     IN      A       80.222.32.58
dadusual.com.           300     IN      A       84.62.186.63
dadusual.com.           300     IN      A       85.177.42.179
dadusual.com.           300     IN      A       85.181.225.55
dadusual.com.           300     IN      A       89.112.4.172
dadusual.com.           300     IN      A       89.178.17.79
dadusual.com.           300     IN      A       89.178.34.183
dadusual.com.           300     IN      A       89.178.125.3
dadusual.com.           300     IN      A       89.208.172.245
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cm125-59-103-156.hkcable.com.hk.
cm218-254-9-205.hkcable.com.hk.
pc109.host41.starman.ee.
cpe-76-181-194-207.columbus.res.rr.com.
host-77-41-18-139.qwerty.ru.
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Outline

• Introduction

• Automated identification fast-flux domains

• Measurement results

• Two month period in July / August 2007

• Mitigation (briefly)

• Conclusion
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• Techniques from the area of reliability 
engineering help to achieve availability

• RAID or failover systems

• Methods using DNS

• Round-robin DNS

• Content distribution networks (CDNs)
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Introduction

• Availability is important for commercial services

• Techniques from the area of reliability 
engineering help to achieve availability

• RAID or failover systems

• Methods using DNS

• Round-robin DNS

• Content distribution networks (CDNs)

$ dig myspace.com

;; ANSWER SECTION:
myspace.com.            3410    IN      A       216.178.38.104
myspace.com.            3410    IN      A       216.178.38.121
myspace.com.            3410    IN      A       216.178.38.116
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Introduction

• Availability is important for commercial services

• Techniques from the area of reliability 
engineering help to achieve availability

• RAID or failover systems

• Methods using DNS

• Round-robin DNS

• Content distribution networks (CDNs)

$ dig myspace.com

;; ANSWER SECTION:
myspace.com.            3410    IN      A       216.178.38.104
myspace.com.            3410    IN      A       216.178.38.121
myspace.com.            3410    IN      A       216.178.38.116

$ dig myspace.com

;; ANSWER SECTION:
myspace.com.            3409    IN      A       216.178.38.116
myspace.com.            3409    IN      A       216.178.38.104
myspace.com.            3409    IN      A       216.178.38.121
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Introduction

• Availability is important for commercial services

• Techniques from the area of reliability 
engineering help to achieve availability

• RAID or failover systems

• Methods using DNS

• Round-robin DNS

• Content distribution networks (CDNs)

$ dig myspace.com

;; ANSWER SECTION:
myspace.com.            3410    IN      A       216.178.38.104
myspace.com.            3410    IN      A       216.178.38.121
myspace.com.            3410    IN      A       216.178.38.116

$ dig myspace.com

;; ANSWER SECTION:
myspace.com.            3409    IN      A       216.178.38.116
myspace.com.            3409    IN      A       216.178.38.104
myspace.com.            3409    IN      A       216.178.38.121

$ dig myspace.com

;; ANSWER SECTION:
myspace.com.            3408    IN      A       216.178.38.121
myspace.com.            3408    IN      A       216.178.38.116
myspace.com.            3408    IN      A       216.178.38.104
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• Techniques from the area of reliability 
engineering help to achieve availability

• RAID or failover systems

• Methods using DNS

• Round-robin DNS

• Content distribution networks (CDNs)
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Introduction

• Note: illegal commercial organizations also need 
high availability

• Scammer only earns money if pharmacy shop 
is online 

• Phisher needs to have phishing site online

• Our starting point: 

• How do attackers achieve high availability?
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FFSNs

• If scammers could advertise multiple IP addresses 
for a given domain, shutdown would be harder

• Botherder could use idea behind RRDNS to split 
botnet across multiple C&C server

• Technique used: Fast-flux service networks

• Fast change in DNS answers

• Recent paper by Honeynet Project
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(“flux agents”)

• After the (low) TTL expired, return different subset 



Thorsten Holz • NDSS’08 - “Detection and Mitigation of Fast-Flux Service Networks” UNIVERSITÄT
MANNHEIM

FFSNs
• Given fast-flux domain returns few IP addresses 

from large pool of compromised machines      
(“flux agents”)

• After the (low) TTL expired, return different subset 

;; ANSWER SECTION:
images.pcworld.com. 900 IN CNAME images.pcworld.com.edgesuite.net.
images.pcworld.com.edgesuite.net. 21600 IN CNAME a1694.g.akamai.net.
a1694.g.akamai.net. 20 IN A 212.201.100.135
a1694.g.akamai.net. 20 IN A 212.201.100.141

Figure 2: Example of DNS lookup for domain images.pcworld.com hosted via Content Distribution Network, in this
case Akamai

;; ANSWER SECTION:
thearmynext.info. 600 IN A 69.183.26.53
thearmynext.info. 600 IN A 76.205.234.131
thearmynext.info. 600 IN A 85.177.96.105
thearmynext.info. 600 IN A 217.129.178.138
thearmynext.info. 600 IN A 24.98.252.230

;; ANSWER SECTION:
thearmynext.info. 600 IN A 213.47.148.82
thearmynext.info. 600 IN A 213.91.251.16
thearmynext.info. 600 IN A 69.183.207.99
thearmynext.info. 600 IN A 91.148.168.92
thearmynext.info. 600 IN A 195.38.60.79

Figure 3: Example of A records returned for two consecutive DNS lookups of domain found in spam e-mail. The DNS
lookups were performed 600 seconds apart

This is a common setup used by many websites.

Figure 4: Content retrieval process for benign HTTP server

In a scam that uses FFSN for hosting, the process is
slightly different (Fig. 5): The client uses DNS to resolve
the domain and then contacts one of the flux-agents. The
agent relays the request to the control node, which sends
the content to the flux-agent. In the fourth step, the content
is delivered to the client. Note that if the TTL for the fast-
flux domain expires and the client performs another DNS
lookup, the DNS lookup process will most likely return a
different set of A records. This means that the client will
then contact another flux-agent, but the request is relayed
from that machine to the control node in order to retrieve

the actual content. More technical details on fast-flux ser-
vice networks can be found in a recent paper by the Hon-
eynet Project [28].

Figure 5: Content retrieval process for content being hosted
in fast-flux service network
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IP address returned in A record Reverse DNS lookup for IP address ASN Country
69.183.26.53 69.183.26.53.adsl.snet.net. 7132 US
76.205.234.131 adsl-76-205-234-131.dsl.hstntx.sbcglobal.net. 7132 US
85.177.96.105 e177096105.adsl.alicedsl.de. 13184 DE
217.129.178.138 ac-217-129-178-138.netvisao.pt. 13156 PT
24.98.252.230 c-24-98-252-230.hsd1.ga.comcast.net. 7725 US

Table 1: Reverse DNS lookup, Autonomous System Number (ASN), and country for first set of A records returned for
fast-flux domain from Figure 3.

3 Automated Identification of Fast-Flux
Domains

As we want to distinguish between FFSNs and other le-
gitimate domains in an automated way, we now turn to the
extraction of features enabling us to decide whether a given
domain is using the FFSN infrastructure or not.

Restrictions in establishing an FFSN. In contrast to le-
gitimate service providers which may buy availability over
CDNs, providers running FFSNs naturally suffer from two
main restrictions:

• (IP address diversity) A scammer is not as free to
choose the hardware and network location (IP address)
of an individual node as freely as in a CDN. Basically,
the FFSN has to live with those machines which can
be compromised to run a flux-agent. The range of IP
addresses must therefore be necessarily rather diverse
and the attacker can not choose to have a node with a
particular IP address.

• (No physical agent control) In contrast to CDNs which
run in large computing centers which professionally
host the servers and manage server failures through
planned downtimes, a scammer does not have direct
control over the machines which run the FFSN. Even
worse, flux-agents usually run on ill-administered ma-
chines in dial-up networks which may go down any
minute even if their uptime is rather large. This implies
that there is no guaranteed uptime of the flux-agent the
scammer can rely on.

Possible distinguishing parameters. Based on these two
restrictions in establishing a FFSN, we now enumerate a set
of parameters which can be used to distinguish DNS net-
work behavior of CDNs from FFSNs. The absence of phys-
ical control over the flux-agents results in the consideration
of the following two values:

• nA, the number of unique A records returned in all
DNS lookups: Legitimate domains commonly return

only one to three A records, whereas fast-flux domains
often return five or more A records in a single lookup
in order to have a higher guarantee that at least one of
the IPs is online.

• nNS , the number of nameserver (NS) records in one
single lookup: FFSNs can also host the nameserver
within the fast-flux network [28] and often return sev-
eral NS records and A records for the NS records. In
contrast, legitimate domains commonly return a small
set of NS records.

The restriction of IP address diversity results in the consid-
eration of the following value:

• nASN , the number of unique ASNs for all A records:
Legitimate domains and even the domains hosted via
CDNs tend to return only A records from one partic-
ular AS. In contrast, FFSNs tend to be located in dif-
ferent ASs since the infected machines are scattered
across different ISPs.

All the above parameters can be determined via DNS
lookups and short post-processing of the result. Note that
we do not consider the TTL value of the DNS entries as
a good parameter. This is because legitimate domains like
those hosted via CDNs have similar requirements as FFSNs
with respect to the speed of adaptation to network conges-
tion or server outages. The TTL value is, however, a good
indicator to distinguish FFSN/CDN from RRDNS. There-
fore we take only domains with a TTL of the A records
below 1800 seconds into account, since higher TTL values
can not be considered fast enough for rapid changes.

Fluxiness. In general, a metric to distinguish FFSNs from
CDNs is a function of nA, nAS , and nNS . Several pos-
sibilities to define this function exist. For example a first
approximation could be the following value, which we call
the fluxiness of a domain:

ϕ = nA/nsingle

The value nsingle is the number of A records a single lookup
returns. A value ϕ = 1.0 means that the set of A records
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Metric

• Attacker’s restrictions in establishing FFSNs

• IP address diversity

• No physical agent control

• Possible distinguishing parameters

• Number of unique A records na in all lookups

• Number of NS records in single lookup nNS

• Number of unique ASNs for all A records nASN
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Flux-Score
• Vector x = (nA, nNS, nASN), weight vector ω

• Linear decision function

• Use corpus of FF and benign domains to derive 
values for ω and b

• Compute optimal hyperplane 

• Efficient computation with linear programming

remains constant over several consecutive lookups, which is
common for benign domains. In contrast, ϕ > 1.0 indicates
that at least one new A record was observed in consecutive
requests, a strong indication of CDNs and FFSNs. In the
example of Fig. 3, ϕ = 2.0 since the second set of returned
A records has no overlap with the first lookup.

Note that the fluxiness of a domain is implicitly con-
tained in nA and nASN : For FFSNs (and also CDNs), the
number of observed A records (and thus potentially also
number of ASNs) grows over time since the lookup process
returns a different set of IPs over time.

Flux-Score. A general metric for detection of fast-flux
domains can be derived by considering the observed pa-
rameters as vectors x of the form (nA, nASN , nNS). The
resulting vector space enables definition of a linear decision
function F using a weight vector w and a bias term b by

F (x) =

{
wT x− b > 0 if x is a fast-flux domain
wT x− b ≤ 0 if x is a benign domain

The decision surface underlying F is the hyperplane wT x+
b = 0 separating instances of fast-flux service networks
from benign domains.

Given a corpus of labeled fast-flux and benign domains,
there exist numerous assignments of w and b correctly dis-
criminating both classes, but differing in their ability to gen-
eralize beyond the seen data. A well-known technique for
obtaining strong generalization is determining the optimal
hyperplane, which separates classes with maximum mar-
gin [29]. For the linear case of the decision function F , an
optimal hyperplane can be efficiently computed using the
technique of linear programming [6].

Based on a labeled corpus of domains, we can determine
a decision function F with high generalization ability by
computing the weight vector w and bias b of the optimal hy-
perplane. The decision function F induces a scoring metric
f for the detection of fast-flux domains referred to as flux-
score and given by

f(x) = wT x = w1 · nA + w2 · nASN + w3 · nNS (1)

A flux-score f(x) > b indicates an instance of a fast-flux
service network, while lower scores correspond to benign
domains. Furthermore, the flux-score provides a ranking
of domains, such that higher values reflect a larger degree
of fast-flux characteristics – implicitly corresponding to a
larger distance from the optimal hyperplane of F .

Validation of current FFSN. To instantiate the weights
w, we used empirical measurements of 128 manually veri-
fied fast-flux domains and 5,803 benign domains as input.
The latter were randomly taken from the Open Directory

Project [19], a human-edited directory, and the Alexa Top
500 list. Since these two sets of domains are legitimate and
do not contain fast-flux domains, they can be used as a be-
gin set to instantiate the weights. At first, we performed two
consecutive DNS lookups of all domains. This lookup pro-
cess took the TTL of each domain into account: We waited
TTL + 1 seconds between two lookups to make sure not to
get a cached response from the nameserver in the second
lookup. We repeated the lookup process several times.

In order to evaluate the detection performance of the pro-
posed flux-score, we performed a 10-fold cross-validation
on the corpus of labeled fast-flux and benign domains using
different model parameters for finding the optimal hyper-
plane. The best model achieves an average detection ac-
curacy of 99.98% with a standard deviation of 0.05%, thus
almost no predictions on the testing data sets are incorrect.
Regarding the weight vector w and bias b, the obtained as-
signments yield the following definition of the flux-score:

f(x) = 1.32 · nA + 18.54 · nASN + 0 · nNS (2)
with b = 142.38

Note, that the weight corresponding to nNS is 0 and
does not contribute to the detection of current FFSNs. Even
though the flux-score is constructed from only two observed
parameters, evading detection is difficult as the involved pa-
rameters nA and nASN reflect essential properties of the
underlying distributed structure of a FFSN.

The values of w1, w2 and w3 as well as the threshold
should be adjusted periodically since attackers could try to
mimic CDNs in order to evade our metric, e.g., by sorting
the IP addresses from their flux-agents according to IP ad-
dress and then return only sequences of IP addresses that
look like CDNs. We claim however that due to the two re-
strictions described above, it is hard for scammers to mimic
exactly the behavior of a CDN. A fundamental difference
between FFSNs and CDNs remains: A FFSN is built on top
of compromised machines and the attacker has only limited
influence on the availability, e.g., the user of the compro-
mised machine can turn off the machine at arbitrary times.
As part of future work, we want to examine how we can
build a metric that automatically adapts to changes in FF-
SNs. This could for example implicitly include the fluxiness
ϕ since ϕ for benign domains reaches its saturation limit
pretty quickly comparing to fast-flux domains which have a
growing fluxiness over time. In particular, benign domains
with only one fixed IP have a constant ϕ (= 1) from the
very beginning of repeated DNS lookups. We would sacri-
fice our fast detection metric (only two DNS lookups), but
could possibly also detect stealth FFSNs.
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Flux-Score
• Obtain scoring metric f

• Instantiate model with weights 

• 128 manually verified FF domains and 5,803 
benign domains

• 10-fold cross validation using different parameters

remains constant over several consecutive lookups, which is
common for benign domains. In contrast, ϕ > 1.0 indicates
that at least one new A record was observed in consecutive
requests, a strong indication of CDNs and FFSNs. In the
example of Fig. 3, ϕ = 2.0 since the second set of returned
A records has no overlap with the first lookup.

Note that the fluxiness of a domain is implicitly con-
tained in nA and nASN : For FFSNs (and also CDNs), the
number of observed A records (and thus potentially also
number of ASNs) grows over time since the lookup process
returns a different set of IPs over time.

Flux-Score. A general metric for detection of fast-flux
domains can be derived by considering the observed pa-
rameters as vectors x of the form (nA, nASN , nNS). The
resulting vector space enables definition of a linear decision
function F using a weight vector w and a bias term b by

F (x) =

{
wT x− b > 0 if x is a fast-flux domain
wT x− b ≤ 0 if x is a benign domain

The decision surface underlying F is the hyperplane wT x+
b = 0 separating instances of fast-flux service networks
from benign domains.

Given a corpus of labeled fast-flux and benign domains,
there exist numerous assignments of w and b correctly dis-
criminating both classes, but differing in their ability to gen-
eralize beyond the seen data. A well-known technique for
obtaining strong generalization is determining the optimal
hyperplane, which separates classes with maximum mar-
gin [29]. For the linear case of the decision function F , an
optimal hyperplane can be efficiently computed using the
technique of linear programming [6].

Based on a labeled corpus of domains, we can determine
a decision function F with high generalization ability by
computing the weight vector w and bias b of the optimal hy-
perplane. The decision function F induces a scoring metric
f for the detection of fast-flux domains referred to as flux-
score and given by

f(x) = wT x = w1 · nA + w2 · nASN + w3 · nNS (1)

A flux-score f(x) > b indicates an instance of a fast-flux
service network, while lower scores correspond to benign
domains. Furthermore, the flux-score provides a ranking
of domains, such that higher values reflect a larger degree
of fast-flux characteristics – implicitly corresponding to a
larger distance from the optimal hyperplane of F .

Validation of current FFSN. To instantiate the weights
w, we used empirical measurements of 128 manually veri-
fied fast-flux domains and 5,803 benign domains as input.
The latter were randomly taken from the Open Directory

Project [19], a human-edited directory, and the Alexa Top
500 list. Since these two sets of domains are legitimate and
do not contain fast-flux domains, they can be used as a be-
gin set to instantiate the weights. At first, we performed two
consecutive DNS lookups of all domains. This lookup pro-
cess took the TTL of each domain into account: We waited
TTL + 1 seconds between two lookups to make sure not to
get a cached response from the nameserver in the second
lookup. We repeated the lookup process several times.

In order to evaluate the detection performance of the pro-
posed flux-score, we performed a 10-fold cross-validation
on the corpus of labeled fast-flux and benign domains using
different model parameters for finding the optimal hyper-
plane. The best model achieves an average detection ac-
curacy of 99.98% with a standard deviation of 0.05%, thus
almost no predictions on the testing data sets are incorrect.
Regarding the weight vector w and bias b, the obtained as-
signments yield the following definition of the flux-score:

f(x) = 1.32 · nA + 18.54 · nASN + 0 · nNS (2)
with b = 142.38

Note, that the weight corresponding to nNS is 0 and
does not contribute to the detection of current FFSNs. Even
though the flux-score is constructed from only two observed
parameters, evading detection is difficult as the involved pa-
rameters nA and nASN reflect essential properties of the
underlying distributed structure of a FFSN.

The values of w1, w2 and w3 as well as the threshold
should be adjusted periodically since attackers could try to
mimic CDNs in order to evade our metric, e.g., by sorting
the IP addresses from their flux-agents according to IP ad-
dress and then return only sequences of IP addresses that
look like CDNs. We claim however that due to the two re-
strictions described above, it is hard for scammers to mimic
exactly the behavior of a CDN. A fundamental difference
between FFSNs and CDNs remains: A FFSN is built on top
of compromised machines and the attacker has only limited
influence on the availability, e.g., the user of the compro-
mised machine can turn off the machine at arbitrary times.
As part of future work, we want to examine how we can
build a metric that automatically adapts to changes in FF-
SNs. This could for example implicitly include the fluxiness
ϕ since ϕ for benign domains reaches its saturation limit
pretty quickly comparing to fast-flux domains which have a
growing fluxiness over time. In particular, benign domains
with only one fixed IP have a constant ϕ (= 1) from the
very beginning of repeated DNS lookups. We would sacri-
fice our fast detection metric (only two DNS lookups), but
could possibly also detect stealth FFSNs.

remains constant over several consecutive lookups, which is
common for benign domains. In contrast, ϕ > 1.0 indicates
that at least one new A record was observed in consecutive
requests, a strong indication of CDNs and FFSNs. In the
example of Fig. 3, ϕ = 2.0 since the second set of returned
A records has no overlap with the first lookup.

Note that the fluxiness of a domain is implicitly con-
tained in nA and nASN : For FFSNs (and also CDNs), the
number of observed A records (and thus potentially also
number of ASNs) grows over time since the lookup process
returns a different set of IPs over time.

Flux-Score. A general metric for detection of fast-flux
domains can be derived by considering the observed pa-
rameters as vectors x of the form (nA, nASN , nNS). The
resulting vector space enables definition of a linear decision
function F using a weight vector w and a bias term b by

F (x) =

{
wT x− b > 0 if x is a fast-flux domain
wT x− b ≤ 0 if x is a benign domain

The decision surface underlying F is the hyperplane wT x+
b = 0 separating instances of fast-flux service networks
from benign domains.

Given a corpus of labeled fast-flux and benign domains,
there exist numerous assignments of w and b correctly dis-
criminating both classes, but differing in their ability to gen-
eralize beyond the seen data. A well-known technique for
obtaining strong generalization is determining the optimal
hyperplane, which separates classes with maximum mar-
gin [29]. For the linear case of the decision function F , an
optimal hyperplane can be efficiently computed using the
technique of linear programming [6].

Based on a labeled corpus of domains, we can determine
a decision function F with high generalization ability by
computing the weight vector w and bias b of the optimal hy-
perplane. The decision function F induces a scoring metric
f for the detection of fast-flux domains referred to as flux-
score and given by

f(x) = wT x = w1 · nA + w2 · nASN + w3 · nNS (1)

A flux-score f(x) > b indicates an instance of a fast-flux
service network, while lower scores correspond to benign
domains. Furthermore, the flux-score provides a ranking
of domains, such that higher values reflect a larger degree
of fast-flux characteristics – implicitly corresponding to a
larger distance from the optimal hyperplane of F .

Validation of current FFSN. To instantiate the weights
w, we used empirical measurements of 128 manually veri-
fied fast-flux domains and 5,803 benign domains as input.
The latter were randomly taken from the Open Directory

Project [19], a human-edited directory, and the Alexa Top
500 list. Since these two sets of domains are legitimate and
do not contain fast-flux domains, they can be used as a be-
gin set to instantiate the weights. At first, we performed two
consecutive DNS lookups of all domains. This lookup pro-
cess took the TTL of each domain into account: We waited
TTL + 1 seconds between two lookups to make sure not to
get a cached response from the nameserver in the second
lookup. We repeated the lookup process several times.

In order to evaluate the detection performance of the pro-
posed flux-score, we performed a 10-fold cross-validation
on the corpus of labeled fast-flux and benign domains using
different model parameters for finding the optimal hyper-
plane. The best model achieves an average detection ac-
curacy of 99.98% with a standard deviation of 0.05%, thus
almost no predictions on the testing data sets are incorrect.
Regarding the weight vector w and bias b, the obtained as-
signments yield the following definition of the flux-score:

f(x) = 1.32 · nA + 18.54 · nASN + 0 · nNS (2)
with b = 142.38

Note, that the weight corresponding to nNS is 0 and
does not contribute to the detection of current FFSNs. Even
though the flux-score is constructed from only two observed
parameters, evading detection is difficult as the involved pa-
rameters nA and nASN reflect essential properties of the
underlying distributed structure of a FFSN.

The values of w1, w2 and w3 as well as the threshold
should be adjusted periodically since attackers could try to
mimic CDNs in order to evade our metric, e.g., by sorting
the IP addresses from their flux-agents according to IP ad-
dress and then return only sequences of IP addresses that
look like CDNs. We claim however that due to the two re-
strictions described above, it is hard for scammers to mimic
exactly the behavior of a CDN. A fundamental difference
between FFSNs and CDNs remains: A FFSN is built on top
of compromised machines and the attacker has only limited
influence on the availability, e.g., the user of the compro-
mised machine can turn off the machine at arbitrary times.
As part of future work, we want to examine how we can
build a metric that automatically adapts to changes in FF-
SNs. This could for example implicitly include the fluxiness
ϕ since ϕ for benign domains reaches its saturation limit
pretty quickly comparing to fast-flux domains which have a
growing fluxiness over time. In particular, benign domains
with only one fixed IP have a constant ϕ (= 1) from the
very beginning of repeated DNS lookups. We would sacri-
fice our fast detection metric (only two DNS lookups), but
could possibly also detect stealth FFSNs.

detection accuracy 99.98%, standard deviation 0.05%



Empirical Results
Measuring FFSNs in July / August 2007
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Scam Hosting
• Spamscatter (USENIX’07, Anderson et al.)

• No FFSNs identified

• 6% of scams hosted on multiple IPs (45 IPs max) 

• Spamcorpus with 22K mails from August 2007

• Contained 7,389 unique domains

• Based on flux-score, 2,197 (29.7%) are FFSNs

• 563 unique fast-flux domains (w/o wildcards)

• 1,737 unique IP addresses
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Long-Term

• 33 FFSNs were tracked for 7 weeks every 300s

• 18,214 unique IP addresses monitored

• Does not take churn by DHCP into account

• NAT is no problem since machines need to 
be reachable

• 818 unique AS (43.3% in top 10 AS)

1) 7132 (AT&T Internet Services, US) 2,677 2) 9304 (Hutchison Global, HK) 1,797
3) 4766 (Korea Telecom, KR) 590 4) 3320 (Deutsche Telekom, DE) 500
5) 8551 (Bezeqint Internet, IL) 445 6) 12322 (Proxad/Free ISP, FR) 418
7) 8402 (Corbina telecom, RU) 397 8) 1680 (NetVision Ltd., US) 361

Table 2: Top eight ASNs observed while monitoring 33 fast-flux domains over a period of seven weeks. The table includes
the name and country of the AS, and the number of fast-flux IPs observed in this AS.

Figure 8: IP address diversity for two characteristic fast-flux
domains

returned and a clear pattern.
We found the fluxiness ϕ to be a reliable feature in case

of many repeated DNS lookups: Even though it grows
for both CDNs and fast-flux domains during the first DNS
lookups, a saturation can be seen earlier for the CDNs
and hence we can reliably decide fast-flux after repeated
lookups by only considering the number of unique IP ad-
dresses observed during lookups, i.e., nA.

To further study the long-term growth of nA and nASN ,
we present in Fig. 10 the cumulative number of distinct A
records and in Fig. 11 the cumulative number of ASNs ob-
served for each of the 33 fast-flux domains during a period

Figure 9: IP address diversity for two characteristic do-
mains hosted via CDNs

of more than 15 days. We see three different classes of
growth in both figures. This means that different fast-flux
domains have a characteristic distribution of flux-nodes. If
two domains have a similar growth of the cumulative num-
ber of distinct A records or ASNs, this could indicate that
both domains belong to the same FFSN: the nameservers
return A records with similar characteristics. We plan to
examine this in the future as a possible way to identify dif-
ferent domains belonging to the same control infrastructure.
Furthermore, the two figures also show a declining growth
over time. A longer measurement of the number of distinct
A records or ASNs could be used to estimate the overall size
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Diversity
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Diversity
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Figure 10: Cumulative number of distinct A records ob-
served for 33 fast-flux domains.

Figure 11: Cumulative number of distinct ASNs observed
for 33 fast-flux domains.

of the pool of compromised machines used for a particular
FFSN: Since the curves will eventually reach a saturation,
this is an upper bound of the pool size. The initial strong
growth in Fig. 11 also indicates that flux-agents are com-
monly spread over several ASs, confirming our weighting
for the flux-score.

One goal of FFSNs is to provide a robust hosting infras-
tructure for cybercriminals. However, we found that FFSNs
also need to deal with unavailability of the site, especially
caused by the unavailability of the DNS server itself. From
the 374,427 DNS queries during the measurement period,
16,474 (4.60%) failed. We also monitored 16 legitimate do-
mains from the Alexa Top 500 to measure the reliability of
benign domains. From 128,847 lookups against these do-
mains, only 17 (0.01%) failed.

4.3 Fast-Flux Service Network Characteristics

In FFSNs, several flux-agents are used for proxying con-
tent provided by a single control node, as schematically
shown in Fig. 5. We now want to study this infrastructure
more in-depth. The individual agents are compromised ma-
chines, used by attackers to form a proxy network providing
them with a robust hosting infrastructure. By sending dif-
ferent types of HTTP requests, we are able to obtain service
banners, i.e., version and configuration information, from
both the agents and the control node. The key idea is to
send HTTP GET and TRACE requests and examine the dif-
ferences in answers to both requests. While flux-agents and
their corresponding control node usually have different ser-
vice banners, we observed the same banner for control node
behind different flux-agents. We also observed that all of
the 300 probed flux-agents responded with the same banner
to our requests. Probing the control node behind the same
flux-agents, we found three different service banners, where
one of these banners appeared 275 times among 300 probes.
This indicates that there are at least three control node, pre-
sumably many more. Even though banners in general do
not give trustworthy information on the server version, the
empirical observation is consistent with our theory of mass-
distributed, similar configured flux-agents and only a small
number of unique control node that host the content. Fur-
thermore, we also tested all Alexa Top 500 domains and
the 5,803 domains randomly chosen from the Open Direc-
tory Project and we witnessed none of these servers having
the particular Server header information we found when
probing the flux-agents and the control node. Since we did
not do any further investigation in this direction yet, we do
not want to overrate these findings, but want to point them
out as one idea on how to identify control nodes.

4.4 Other Abuses of Fast-Flux Service Networks

Besides using FFSNs to host scam sites related to spam,
we also found several other illegal use cases for these net-
works. This is presumably due to the fact that FFSNs pro-
vide a robust infrastructure to host arbitrary content: They
are not restricted to work with HTTP servers, but an attacker
could also set up a fast-flux SMTP or fast-flux IRC server.
In this section, we briefly provide information about two
additional examples of how attackers use FFSNs as part of
their infrastructure.

First, fast-flux networks are commonly used by phish-
ing groups. Rock phish is a well-known phishing toolkit
which allows an attacker to set up several phishing scams
in parallel: The attacker installs the phishing kit on a web-
server and different URL-paths lead to different phishing
pages [18]. The actual domain belonging to these phishing
pages commonly uses fast-flux. For example, the domain

Long-Term

Cumulative number of distinct ASNs
observed for 33 FFSNs (15 days)
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Other Abuses

• Storm Worm uses fast changing DNS entries to 
host web site with malware binary

• Observed more than 50K IP addresses in four 
week period

• Rock Phish, a large phishing group, uses FFSNs to 
host phishing site

• Observed 1,121 unique IP addresses in 4 days

• FFSNs could be used to host IRC, SMTP, ...



Mitigation
Stopping the Threat
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Mitigation

• Domain blacklist

• Collaboration with registrar / monitoring DNS

• Content-based spam filtering

• Identifying control node

• Tracing in proxy network is hard

• Mark specific request and trace it through 
network (needs ISP collaboration)



Thorsten Holz • NDSS’08 - “Detection and Mitigation of Fast-Flux Service Networks” UNIVERSITÄT
MANNHEIM

Conclusion
• First empirical study of FFSNs, a new and 

emerging threat

• Developed a metric to automatically identify fast-
flux domains

• Empirical measurement results

• Future work

• Improve flux-score

• Estimate size of FFSN based on capture-
recapture methods
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Fluxiness

• Metric to distinguish FFSNs from benign domains 
can be defined as function of na, nNS, and nASN

• Fluxiness: φ = na / nsingle 

• nsingle  is number of A records in single lookup

• φ = 1.0: constant set of A records returned

• φ = 2.0 in previous example

• Implicitly contained in nA and nASN
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Long-Term

Figure 10: Cumulative number of distinct A records ob-
served for 33 fast-flux domains.

Figure 11: Cumulative number of distinct ASNs observed
for 33 fast-flux domains.

of the pool of compromised machines used for a particular
FFSN: Since the curves will eventually reach a saturation,
this is an upper bound of the pool size. The initial strong
growth in Fig. 11 also indicates that flux-agents are com-
monly spread over several ASs, confirming our weighting
for the flux-score.

One goal of FFSNs is to provide a robust hosting infras-
tructure for cybercriminals. However, we found that FFSNs
also need to deal with unavailability of the site, especially
caused by the unavailability of the DNS server itself. From
the 374,427 DNS queries during the measurement period,
16,474 (4.60%) failed. We also monitored 16 legitimate do-
mains from the Alexa Top 500 to measure the reliability of
benign domains. From 128,847 lookups against these do-
mains, only 17 (0.01%) failed.

4.3 Fast-Flux Service Network Characteristics

In FFSNs, several flux-agents are used for proxying con-
tent provided by a single control node, as schematically
shown in Fig. 5. We now want to study this infrastructure
more in-depth. The individual agents are compromised ma-
chines, used by attackers to form a proxy network providing
them with a robust hosting infrastructure. By sending dif-
ferent types of HTTP requests, we are able to obtain service
banners, i.e., version and configuration information, from
both the agents and the control node. The key idea is to
send HTTP GET and TRACE requests and examine the dif-
ferences in answers to both requests. While flux-agents and
their corresponding control node usually have different ser-
vice banners, we observed the same banner for control node
behind different flux-agents. We also observed that all of
the 300 probed flux-agents responded with the same banner
to our requests. Probing the control node behind the same
flux-agents, we found three different service banners, where
one of these banners appeared 275 times among 300 probes.
This indicates that there are at least three control node, pre-
sumably many more. Even though banners in general do
not give trustworthy information on the server version, the
empirical observation is consistent with our theory of mass-
distributed, similar configured flux-agents and only a small
number of unique control node that host the content. Fur-
thermore, we also tested all Alexa Top 500 domains and
the 5,803 domains randomly chosen from the Open Direc-
tory Project and we witnessed none of these servers having
the particular Server header information we found when
probing the flux-agents and the control node. Since we did
not do any further investigation in this direction yet, we do
not want to overrate these findings, but want to point them
out as one idea on how to identify control nodes.

4.4 Other Abuses of Fast-Flux Service Networks

Besides using FFSNs to host scam sites related to spam,
we also found several other illegal use cases for these net-
works. This is presumably due to the fact that FFSNs pro-
vide a robust infrastructure to host arbitrary content: They
are not restricted to work with HTTP servers, but an attacker
could also set up a fast-flux SMTP or fast-flux IRC server.
In this section, we briefly provide information about two
additional examples of how attackers use FFSNs as part of
their infrastructure.

First, fast-flux networks are commonly used by phish-
ing groups. Rock phish is a well-known phishing toolkit
which allows an attacker to set up several phishing scams
in parallel: The attacker installs the phishing kit on a web-
server and different URL-paths lead to different phishing
pages [18]. The actual domain belonging to these phishing
pages commonly uses fast-flux. For example, the domain

Cumulative number of distinct A records
observed for 33 FFSNs (15 days)
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Updates


